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Need for Computing power

“computing power needed 
to carry out machine 
learning neural networks is 
doubling every 3.5 months.”

Cliff Young, Google

New ML models need more 
powerful platform
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In 2018, OpenAI found that the amount of computational power used 
to train the largest AI models had doubled every 3.4 months since 
2012.

https://www.technologyreview.com/s/614700/the-computing-power-
needed-to-train-ai-is-now-rising-seven-times-faster-than-ever-before/

Open AI

https://www.economist.com/technology-quarterly/2020/06/11/the-cost-of-training-machines-is-becoming-a-problem

https://www.technologyreview.com/s/614700/the-computing-power-needed-to-train-ai-is-now-rising-seven-times-faster-than-ever-before/
https://www.economist.com/technology-quarterly/2020/06/11/the-cost-of-training-machines-is-becoming-a-problem
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What’s left for faster computing?

David Patterson, 2019

Source: John Hennessy and David Patterson, Computer Architecture: A Quantitative Approach, 6/e. 2018
A domain-specific architecture for deep neural networks
Norman P. Jouppi, Cliff Young, Nishant Patil, David Patterson

Multi core

Single core 
High frequency

CPUs cannot keep increasing the 
performance as in the past

Next WAVE of COMPUTING:
Accelerators
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Accelerators
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Performance

Easy to use

GPU

FPGA

CPU
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Accelerated Machine Learning

https://inaccel.com/ 5

Accelerated Machine 
Learning
Speedup your applications online 
using the power of accelerators

https://inaccel.com/accelerated-data-science/

https://inaccel.com/accelerated-data-science/
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What we do: Accelerated Machine Learning
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Help companies speedup their ML 
applications by using accelerators
(FPGAs) seamlessly (ML as a Service): 

r5d.4x

f1.4x (InAccel)

0 200 400 600 800 1000 1200 1400

Logistic Regression execution time MNIST 24GB, 
100 iter. (secs)

Data preprocessing Data transformation ML training

15x Speedup

https://www.youtube.com/watch?v=hDLAYNsF39s

Integrated Accelerated Machine 
Learning/DNN Platform

10x – 20x Faster

2x Lower cost

Zero code changes

https://www.youtube.com/watch?v=hDLAYNsF39s
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Same tools (Python), Faster results

• Familiar tools

• Faster results
• 10x-20x faster

• Zero code changes
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InAccel Studio is a unique portal for Accelerated Machine learning

https://inaccel.com/accelerated-machine-learning/

https://inaccel.com/accelerated-machine-learning/
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Instant Acceleration

Just add inaccel and enjoy 15x faster execution

https://inaccel.com/ 8

15x faster ML training

r5d.4x

f1.4x (InAccel)

0 200 400 600 800 1000 1200 1400

Logistic Regression execution time MNIST 
24GB, 100 iter. (secs)

Data preprocessing Data transformation ML training

15x Speedup
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MLPerf
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Instant Acceleration by more than 10x
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15x 
faster
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Video analytics: Face detection
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InAccel FPGA
Resource manager

1700fps per server
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How we do it

• We leverage the power of 
programmable accelerators 
(FPGA)

• A unique platform for easy 
deployment, scaling and 
resource management of FPGA

• Pricing model: Pay-as-you-go 
(Subscription)
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Kubernetes cluster

InAccel Accelerated ML Suite

*https://www.xilinx.com/support/documentation/white_papers/wp504-accel-dnns.pdf

https://www.xilinx.com/support/documentation/white_papers/wp504-accel-dnns.pdf
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Use cases

https://inaccel.com/ 13

https://blogs.intel.com/psg/inaccels-accelerated-ml-suite-boosts-spark-ml-performance-
by-as-much-as-7x-on-fpga-based-alibaba-cloud-f1-instances/

https://blogs.intel.com/psg/flumaion-accelerates-
quantitative-financial-calculations/

Machine Learning Quantitative Finance Genomics

https://blogs.intel.com/psg/inaccels-accelerated-ml-suite-boosts-spark-ml-performance-by-as-much-as-7x-on-fpga-based-alibaba-cloud-f1-instances/
https://blogs.intel.com/psg/flumaion-accelerates-quantitative-financial-calculations/
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On line free Data Science platforms
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GPU FPGA

10x
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Seamless Integration with any framework
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Successful integrations with Multiple Frameworks
https://inaccel.com/fpga-integration-easier-than-ever/

https://inaccel.com/fpga-integration-easier-than-ever/
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Market size – FPGAs in Data Centers

InAccel is targeting the Market size for FPGA Data Center 
and HPC Accelerators for application Acceleration 

• Machine learning 

• Genomics

• Quantitative Financial 

• Analytics

• Databases

• Security

• Vision

www.inaccel.com (TM) 16

2023

TAM: $500 Million 
(Compute acceleration not including smartNIC
and storage)

SAM: $200 Million 
(Compute acceleration not including smartNIC
and storage)
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Users
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Co-founders Team

• Dr. Chris Kachris
• Xilinx Research labs (2007)

• Book: Hardware Accelerators in Data 
Centers

• First paper on FPGAs for MapReduce

• 80+ publications on FPGAs, 1800+ citations

• Elias Koromilas
• Winner of the Xilinx Open Hardware 

Contest, Spark on PYNQ 2017

• Ioannis Stamelos
• Winner of the Xilinx Open Hardware 

Contest, Spark on PYNQ 2017
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https://www.springer.com/gp/book/9783319927916
https://www.youtube.com/watch?v=790Xc1Pa7QE
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InAccel Team
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Advisory board

Christos
Makiyama

Founder and 
President 

at Silicon Planet 
Corporation

Genelle Heim
Managing Director at 

Grayson Hayden 
Group

(Ex-Vice President of 
Marketing at Xilinx)

Vangelis 
Gkiastas

ML Engineer

Vasilis 
Amourgianos 

FPGA Engineer

Aspasia
Stavrianou

DevOps engineer

Ioannis Stamelos
COO, co-founder

Elias Koromilas
CTO, co-founder

Chris Kachris
CEO, co-founder
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InAccel, Inc. Corporate overview

• Founded in January 2018 (Seed fund: $600 USD in June’18)

• Registered in Delaware, USA

• Membership:

Proudly supported by:
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https://www.youtube.com/channel/UCzUcYE3p19_7UA33z3Bb9Mw
https://www.linkedin.com/company/18677717


QUESTIONS?



THANK YOU!
@inaccel

/in/kachris


