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What software developers want @Oinaccel
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Source: Databricks, Apache Spark Survey 2016, Report




DevOps using CPUs, GPUs @ inaccel

Source: The Phoenix Project: A Novel About IT, DevOps, and Helping Your Business Win is the third book by Gene Kim




Deploy FPGASs on cloud @ inaccel

> Several steps

> Prior knowledge on FPGASs
>> Bitstream
>> Memory management
>> Communication
>> Challenges: Bitstream version, Firmware, SDK

www.inaccel.com™




Challenges on FPGAs @inaccel

>How can | deploy my FPGA [ ]
accelerator easy?




Challenges @inaccel

>How can | deploy my FPGA [ ]
accelerator easy?

>How can | scale-out my applications [
to multiple FPGAS?
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Challenges @inaccel

>How can | deploy my FPGA [ ]
accelerator easy?

>How can | scale-out my applications S A
to multiple Alveo cards?

>How multiple users or applications
can share my FPGA cluster?

www.inaccel.com™




More Challenges @inaccel

> How can scale-out my application on-prem and on cloud?

www.inaccel.com™




From single node to scalable deployment @maccel
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What software developers want @Oinaccel

@ inaccel
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Source: Databricks, Apache Spark Survey 2016, Report




Scalable Orchestrator for FPGA clusters

Applications

InAccel Coral

Resource Manager

InAccel Runtime
-Resource isolat

ion

FPGA drivers

Seamless invoking from C/C++, Python, Java
and Scala. No need for OpenCL

Automatic configuration and management of
the FPGA and memory

Seamless of the
FPGA cluster from multiple
threads/processes/applications/users

Fully : Scale-up (multiple FPGAs per
node) and Scale-out (multiple FPGA-based
servers over Spark)

© Copyright 2019 InAccel



PaaS and SaaS for FPGA clusters @inaccel

Operating System Operating System Operating System

Orchestrator

(o)

Virtualization/Sharing Virtualization/Sharing Virtualization/Sharing

Infrastructure Platform Software
as a Service as a Service as a Service
Applications Applications Applications
@ @
inaccel inaccel
Middleware ‘ Middleware Middleware
| Operating System [WSMAWONIN Operating System | Operating System _
. . FPGA ]
Servers with FPGAs Servers with FPGAs _ Servers with FPGAs
Repository
with accelerators _
@ sw developers @® MLengineers

‘n\ HW Developers @ SW developers
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Bitstream repository

> FPGA Resource Manager Is
Integrated with a bitstream
repository that is used to
store FPGA bitstreams

https://store.inaccel.com

~
st
=

Application FPGA bitstream
repository

inaccel

FPGA cluster

inaccel bitstream install [command options]

www.inaccel.com™
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https://store.inaccel.com/

Simple mvoklng deployment inaccel

std::string blnal, = argv [1]:

e No need for OpenCL

cl::Co n‘tex*’ context;

cl::kernel krnl_vector_add;
cl: :CommandQueue q;

ating a buffer with user pointer (CL USE_HOST_PTR)}, under the hood user ptr

No need to allocate buffers
No need to specify bitstreams
No need to program specific device

is used if it is properly aligned. when not aligned, runtime had no choice but fo create

its own host side buffer. it is recommended to use this allocator if user wish to

create buffer using CL_| SE_HOST_PTR to align user buffer to page boundary. It will

/ ensure that user buffer is used when user create Buffer
std:
std:
std:

Mem cbject with CL_MEM_USE_HOST_PTR
:vector<int, aligned_sllocater<int»» s

tor<int, aligned_allocator<ints» s

ctor<int, aligned_allocator<ini»» s

Create the test data

ource_inl.begin(}, scurce_inl.end()}, std::rand);

std::vector<int, aligned_allocator<ini»» s
rce_inz.begin(}, source_inZ.end()}, std::rand);

for (i = @; 1 < DATA_SIZE; i++) {
source_sw_results[i] = source_ini[i] + source_inz[i];
source_hw_results[i] = &;
| ()

OPENCL HOST CODE AREA START

get_xil_devices(} is a utility API which will find the xilinx

eturn list of devices ceonnected to Xilinx platform naccel
t_xil_devices();

PT which will lecad the binaryFile

platforms and

auto devices = xc

file{) is a utili

read_binary

{ and will return the pointer to file buffer.

gute fileBuf = xcl::read_binary_file(binaryFile};

a(), fileBuf.s

cl::Program: :Binaries bins{{fileBuf.

int valid_device = @;

for (unsigned int 1 = @; 1 < devices.size(); i++) {

autc device = devices[i];

f{ Creating Ceontext and Command Queue for selected Device
OCL_CHECK(err, context = cl::Context({device}, WULL, NULL, MWULL, &err));

Much simpler invoking
LT e Software-alike function invoking
Gkt ST No need for OpenCL directives

OCL_CHECK(err,

Same API for C/C++, Java, Python

std:icout << "Failed te program device[" << 1
< "] with xclbin file!lyn";

< L]
std:icout << "Device[" << 1 << "]: pregram successfullhvn”; N atlve l \I I

OCL_CHECK(err, krnl_vecter_add = ¢
valid_devicess;

rkernel{program, "vadd", &srr));

https://github.com/Xilinx/Vitis Accel Examples/blob/master/hello world/src/host.cpp

www.inaccel.com™



https://github.com/Xilinx/Vitis_Accel_Examples/blob/master/hello_world/src/host.cpp

Keras Deployment on Alveo cards @Oinaccel

> Easy deployment of Keras applications

pip install inaccel-keras

C] 2897 fps on U250

https://docs.inaccel.com/project/keras/

www.inaccel.com™



https://docs.inaccel.com/project/keras/

Graphical monitoring tool @inaccel




Quantized ResNet50 on multiple Alveo cards @inaccel

1 Application => 2 Alveo 2 Applications => 1 Alveo 2 Applications => 2 Alveo

@ inaccel @ inaccel @inaccel

https://qgithub.com/Xilinx/ResNet50-PYNQ

www.inaccel.com™



https://github.com/Xilinx/ResNet50-PYNQ

Scaling Keras to 2 Alveo cards @inaccel

> Same applications => Instant scaling

2870 fps on 1 U250

[keras/examples]$ [}

8x fast forward




Scaling Keras to 2 Alveo cards @inaccel

> Same applications => Instant scaling

3681 fps on 2x U250

resources:

[keras/examples]$ [}

8x fast forward




2 Applications in a single Alveo cards @inaccel

> Same applications => Instant scaling

2886 fps on 1x U250

[keras/examples]s |}

8x fast forward

www.inaccel.com™



2 Applications scaling to 2 Alveo cards @inaccel

> Same applications => Instant scaling

InAccel 1 U250 2 U250
4851 fpS on 2x U250 1 APP (Cvo(r:lfsrs=16) 2870.71 3681.413

2 APPs (workers = 16 + 16) 2886.45 4851.603

[keras/examples]$ l

www.inaccel.com™ 8x fast forward



Heterogeneous deployment @inaccel

> InAccel FPGA orchestrator is platform agnostic

> You can deploy your applications to heterogeneous Alveo clusters

@ inaccel

Throughput for U280 is indicative and is still in beta version




Zero overhead, Improved Throughput @inaccel

@ Zero overhead

Throughput for Gzip (MB/sec)

1800
@ Improved Performance 1600
1400
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200
0
Single File Batch (12 files)
Simpler programming mReference m Coral

https://github.com/Xilinx/Applications/tree/master/GZip



https://github.com/Xilinx/Applications/tree/master/GZip

Multi-tenant Vitis deployment @ inaccel

> Run Vitis from browser

> Fully compatible with any
Vitis library

> Multi-tenant, multiple
applications

> Scalable deployment

@ InAccel FPGA Orchestrator

inaccel

https://labs.inaccel.com:8000/

Kubernetes cluster



https://labs.inaccel.com:8000/

Jupyter - JupyterHub @inaccel

> Deploy and run your
FPGA-accelerated
applications using
Jupyter Notebooks

> InAccel manager
allows the instant
deployment of
FPGASs through
HupyterHub

www.inaccel.com™




JupyterHub on FPGAs @inaccel

> Instant acceleration of
Jupyter Notebooks
with zero code-
changes

> Offload the most
computational
Intensive tasks on
FPGA-based servers

Authentication

JJJJJJJ

@inaccel

QN J ) /

Kubernetes cluster




Vitis on Alveo cluster on a browser @ inaccel

@ Terminal 1 KerasExample.ipynb
+ X O » m ¢ » Makdwn v O

ImageNet Classification with ResNet50

3 months ago This notebook shows how to classify images using InAccel's Keras-like framework. With this modified Keras API, we can take advantange
3 months ago the same way as before.

3 months ago : ) . ; - : - :
= mageNet is a very large collection of human annotated photographs designed by academics for developing computer vision algorithms. Tl

Welcome to InAccel Cloud.ipynb 3 months ago

the research and development of improved methods for computer vision.

Firstly, we import the necessary libraries and load the pretrained ResNet50 model.

numpy np
time

inaccel.keras.applications.resnet5@ decode_predictions, ResNet5@
inaccel.keras.preprocessing.image ImageDataGenerator, load_img

model = ResNet5@(weights=

Accelerated Inference

Then, we load thousands of images specifying the number of batches for every process.

data = ImageDataGenerator(dtype=
images = data.flow_from_directory( » target_size=( ), class_mode= , batch_size=64)

MNow, it's time to feed the model with the images and predict their class.

We also measure the performance as the number of Images processed Per Second.

begin = time.monotonic()
preds = model.predict(images, workers=18)
end = time.monotonic()

print( » len(preds), % (end - begin))
print( % (len(preds) / (end - begin)))

https://youtu.be/FKwvI89dgsg https://labs.inaccel.com:8000/

www.inaccel.com™



https://youtu.be/FKwvI89dgsg
https://labs.inaccel.com:8000/

Successful Use cases, Integrations @inaccel

KUBESPHERE

% Kubeflow
https://docs.inaccel.com/



https://docs.inaccel.com/

Auto-scalable deployment @inaccel

> S’[ar’[l n g on p rem InAccel Hybrid Heterogeneous Kubernetes Cluster
I h | d Corporate AWS Cloud
> Moving to the clou —

.___Gatacenter ________________________._ S P
>> Automatically | |
' OpenVPN Access Server VPC :
>> |nstantly : P |
. AWS AutoScaler Group i
1
i Kubernetes Master F1.2x (1 FPGA) |
|
i @ AWS Cluster Autoscaler |« & F1.4x (2 FPGA) :
| F1.16x (8 FPGA) i
! CALICO CNI CPU optimized :
| |
| @ InAccel FPGA operator :
1 |
: :
1 |
| |
! @inaccel @inacce @inaccel @inaccel i

|
: § = = & = - El _|||||_ _|||||_ :
| = = 1FE 1R E |
I i LILBLILIL 3 i LILBLILIL 3 !
1 |
| Server FPGA-based server FPGA-based server F1.4x instances (2 FPGAs per node) !
|
e __\VPNjdwster !

www.inaccel.com™




Auto-scalable FPGA deployment @Oinaccel

https://docs.inaccel.com/labs/auto-scaling-aws/

https://www.youtube.com/watch?v=CVVyvXY4w5w



https://www.youtube.com/watch?v=CVVyvXY4w5w
https://docs.inaccel.com/labs/auto-scaling-aws/

Universities @inaccel

> How do you allow multiple students to
share the available FPGAs?

1
)

> Many universities have limited number of ‘..1 A
FPGA cards that want to share with multiple o
® O
students. o @
> |InAccel FPGA orchestrator allows multiple N
students to share one or more FPGAs @ InAccel FPGA Orchestrator

inaccel

seamlessly.

> |t allows students to just invoke the function
that want to accelerate and InAccel FPGA
manager performs the serialization and the
scheduling of the functions to the available
FPGA resources.

www.inaccel.com™




Universities @inaccel

> But the researchers want exclusive access Lab2 Researcher
a N /[ \

> InAccel orchestrator allows to select which

— La
O
FPGA cards will be available for multiple @m O
o @
\@

R N

students and which FPGAs can be allocated
exclusively to researchers and Ph.D. students
(so they can get accurate measurements for
their papers).

> The FPGAs that are shared with multiple
students will perform on a best-effort approach
(InAccel manager performs the serialization of
the requested access) while the researchers
have exclusive access to the FPGAs with zero
overhead.

Shared Shared Exclusive access




InAccel Coral manager - Kubernetes @Oinaccel

> Integrated solution that allows

>> Scale Up (1, 2, or 8 FPGAs per server)

>> Scale Out to multiple servers

( kubernetes )

www.inaccel.com™




Serverless deployment @inaccel

Upload files

> Integrated framework for serverless Accolrated povnload fles
deployment I:_ﬁ - §gkqfkq =N =) 3
> Compatible with Kubeless, Knative N trigger 11 Nason S5
> Users only have to upload the images on
the S3 bucket and then InAccel’'s FPGA 4 A
Manager automatically deploy the cluster kubernetes
of FPGASs, process the data and then store
back the results on the S3 bucket. InAcosl FPGA Resource Manager
> Users do not have to know anything about acceratod
the FPGA execution. ‘="
Cluster o_f Amazon =
K EC2 f1 instances \—//

https://medium.com/@inaccel/fpgas-goes-serverless-on-kubernetes-55¢1d39¢c5e30



https://medium.com/@inaccel/fpgas-goes-serverless-on-kubernetes-55c1d39c5e30

Test it on your prem or on your browser @inaccel

On-prem Online - Browser

https://docs.inaccel.com/ https://labs.inaccel.com:8000/



https://labs.inaccel.com:8000/
https://docs.inaccel.com/

InAccel, Inc. Corporate overview @inaccel

> Founded in January 2018

> Registered in Delaware, USA

> Membership:

Registered

Technology
Partner

‘ -] AlibabaCloud

‘ Partner Network ‘
L

www.inaccel.com™




Inac

Application Acceleration, seamlessly

www.lhaccel.com

iInfo@inaccel.com

USA: Europe (Design Center):
500 Delaware Ave STE 1, #1960 Formionos 47
Wilmington, DE 19801 Kesariani 116 33

USA Athens, Greece
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