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What software developers want

Source: Databricks, Apache Spark Survey 2016, Report
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DevOps using CPUs, GPUs
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Source: The Phoenix Project: A Novel About IT, DevOps, and Helping Your Business Win is the third book by Gene Kim
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Deploy FPGAs on cloud

˃ Several steps

˃ Prior knowledge on FPGAs

Bitstream
Memory management
Communication
Challenges: Bitstream version, Firmware, SDK
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Challenges on FPGAs

˃How can I deploy my FPGA 

accelerator easy?
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Challenges

˃How can I deploy my FPGA 

accelerator easy?

˃How can I scale-out my applications 

to multiple FPGAs?
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Challenges

˃How can I deploy my FPGA 

accelerator easy?

˃How can I scale-out my applications 

to multiple Alveo cards?

˃How multiple users or applications 

can share my FPGA cluster?
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More Challenges

˃ How can scale-out my application on-prem and on cloud?
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From single node to scalable deployment
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App1

Single FPGA

Kubernetes cluster

InAccel FPGA Orchestrator
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What software developers want

Source: Databricks, Apache Spark Survey 2016, Report
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Scalable Orchestrator for FPGA clusters

InAccel Coral
Resource Manager

InAccel Runtime
-Resource isolation

Applications

FPGA drivers

Server
FPGA
Kernel

Seamless invoking from C/C++, Python, Java 
and Scala. No need for OpenCL

Automatic configuration and management of 
the FPGA bitstreams and memory

Seamless resource management of the 
FPGA cluster from multiple 
threads/processes/applications/users

Fully scalable: Scale-up (multiple FPGAs per 
node) and Scale-out (multiple FPGA-based 
servers over Spark)

Automated Deployment, Scaling and 

Management of FPGA clusters
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PaaS and SaaS for FPGA clusters
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Servers with FPGAs

Virtualization/Sharing

Operating System

Middleware

Runtime

Data

Applications

Infrastructure 
as a Service

Servers with FPGAs

Virtualization/Sharing

Operating System

Middleware

Runtime

Platform
as a Service

Servers with FPGAs

Virtualization/Sharing

Operating System

Middleware

Runtime

Data

Applications

Software
as a Service

FPGA
Orchestrator

FPGA
Repository

with accelerators

Data

Applications

ML engineers
SW developers

SW developers
HW Developers
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Bitstream repository

˃ FPGA Resource Manager is 

integrated with a bitstream 

repository that is used to 

store FPGA bitstreams
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Application FPGA bitstream
repository

FPGA cluster

https://store.inaccel.com

https://store.inaccel.com/
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Simple invoking, deployment 
No need for OpenCL
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• Much simpler invoking
• Software-alike function invoking
• No need for OpenCL directives
• Same API for C/C++, Java, Python
• Native API

https://github.com/Xilinx/Vitis_Accel_Examples/blob/master/hello_world/src/host.cpp

No need to allocate buffers
No need to specify bitstreams
No need to program specific device

https://github.com/Xilinx/Vitis_Accel_Examples/blob/master/hello_world/src/host.cpp
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Keras Deployment on Alveo cards

˃ Easy deployment of Keras applications
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https://docs.inaccel.com/project/keras/

2897 fps on U250

https://docs.inaccel.com/project/keras/
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Graphical monitoring tool
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Quantized ResNet50 on multiple Alveo cards

1 Application => 2 Alveo

18https://github.com/Xilinx/ResNet50-PYNQ

2 Applications => 1 Alveo 2 Applications => 2 Alveo

https://github.com/Xilinx/ResNet50-PYNQ
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Scaling Keras to 2 Alveo cards

˃ Same applications => Instant scaling
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2870 fps on 1 U250

8x fast forward
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Scaling Keras to 2 Alveo cards

˃ Same applications => Instant scaling
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3681 fps on 2x U250

8x fast forward
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2 Applications in a single Alveo cards

˃ Same applications => Instant scaling
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2886 fps on 1x U250

8x fast forward
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2 Applications scaling to 2 Alveo cards

˃ Same applications => Instant scaling

22

4851 fps on 2x U250

8x fast forward

InAccel 1 U250 2 U250
1 APP (workers = 16) 2870.71 3681.413

2 APPs (workers = 16 + 16) 2886.45 4851.603
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Heterogeneous deployment

˃ InAccel FPGA orchestrator is platform agnostic

˃ You can deploy your applications to heterogeneous Alveo clusters
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Throughput for U280 is indicative and is still in beta version
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Zero overhead, Improved Throughput

˃ Zero overhead

˃ Improved Performance

˃ Instant scalability

˃ Fully virtualization

˃ Simpler programming
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Throughput for Gzip (MB/sec)

Reference Coral

https://github.com/Xilinx/Applications/tree/master/GZip

https://github.com/Xilinx/Applications/tree/master/GZip
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Multi-tenant Vitis deployment

˃ Run Vitis from browser

˃ Fully compatible with any 

Vitis library

˃ Multi-tenant, multiple 

applications

˃ Scalable deployment
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InAccel FPGA Orchestrator

Kubernetes cluster

https://labs.inaccel.com:8000/

https://labs.inaccel.com:8000/
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Jupyter - JupyterHub

˃ Deploy and run your 

FPGA-accelerated 

applications using 

Jupyter Notebooks

˃ InAccel manager 

allows the instant 

deployment of 

FPGAs through 

HupyterHub
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JupyterHub on FPGAs

˃ Instant acceleration of 

Jupyter Notebooks 

with zero code-

changes

˃ Offload the most 

computational 

intensive tasks on 

FPGA-based servers
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Authentication

Spawner

Kubernetes cluster
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Vitis on Alveo cluster on a browser
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https://youtu.be/FKwvI89dgsg https://labs.inaccel.com:8000/

https://youtu.be/FKwvI89dgsg
https://labs.inaccel.com:8000/
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Successful Use cases, Integrations
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KUBESPHERE

https://docs.inaccel.com/

https://docs.inaccel.com/
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Auto-scalable deployment

˃ Starting on prem

˃ Moving to the cloud

Automatically
Instantly
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AWS CloudCorporate 
data center

FPGA-based server F1.4x instances (2 FPGAs per node)

VPN cluster

VPC

FPGA-based server

OpenVPN Access Server

Kubernetes Master

AWS Cluster Autoscaler

CALICO CNI

InAccel FPGA operator

F1.2x (1 FPGA)

F1.4x (2 FPGA)

F1.16x (8 FPGA)

CPU optimized

AWS AutoScaler Group 

Server

InAccel Hybrid Heterogeneous Kubernetes Cluster
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Auto-scalable FPGA deployment 
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https://www.youtube.com/watch?v=CVVyvXY4w5w
https://docs.inaccel.com/labs/auto-scaling-aws/

https://www.youtube.com/watch?v=CVVyvXY4w5w
https://docs.inaccel.com/labs/auto-scaling-aws/
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Universities

˃ How do you allow multiple students to 

share the available FPGAs?

˃ Many universities have limited number of 
FPGA cards that want to share with multiple 
students.

˃ InAccel FPGA orchestrator allows multiple 
students to share one or more FPGAs 
seamlessly.

˃ It allows students to just invoke the function 
that want to accelerate and InAccel FPGA 
manager performs the serialization and the 
scheduling of the functions to the available 
FPGA resources.
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InAccel FPGA Orchestrator

Lab1 Lab2 Lab3
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Universities

˃ But the researchers want exclusive access

˃ InAccel orchestrator allows to select which 
FPGA cards will be available for multiple 
students and which FPGAs can be allocated 
exclusively to researchers and Ph.D. students 
(so they can get accurate measurements for 
their papers).

˃ The FPGAs that are shared with multiple 
students will perform on a best-effort approach 
(InAccel manager performs the serialization of 
the requested access) while the researchers 
have exclusive access to the FPGAs with zero 
overhead.
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InAccel FPGA Orchestrator

Lab1 Lab2 Researcher

Shared Shared Exclusive access 
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InAccel Coral manager - Kubernetes

˃ Integrated solution that allows

Scale Up (1, 2, or 8 FPGAs per server)

Scale Out to multiple servers
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Serverless deployment

˃ Integrated framework for serverless 

deployment

˃ Compatible with Kubeless, Knative

˃ Users only have to upload the images on 
the S3 bucket and then InAccel’s FPGA 
Manager automatically deploy the cluster 

of FPGAs, process the data and then store 

back the results on the S3 bucket. 

˃ Users do not have to know anything about 
the FPGA execution.
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Amazon S3 Amazon S3

Cluster of Amazon 
EC2  f1 instances

trigger

InAccel FPGA Resource Manager

f1 library of 
accelerated 

functions

Upload files Download files
Accelerated 

function

https://medium.com/@inaccel/fpgas-goes-serverless-on-kubernetes-55c1d39c5e30

https://medium.com/@inaccel/fpgas-goes-serverless-on-kubernetes-55c1d39c5e30
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Test it on your prem or on your browser

On-prem
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Online - Browser

https://labs.inaccel.com:8000/https://docs.inaccel.com/

https://labs.inaccel.com:8000/
https://docs.inaccel.com/
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InAccel, Inc. Corporate overview

˃ Founded in January 2018

˃ Registered in Delaware, USA

˃ Membership:

37



Application Acceleration, seamlessly
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USA:

500 Delaware Ave STE 1, #1960
Wilmington, DE 19801
USA

Europe (Design Center):

Formionos 47
Kesariani 116 33
Athens, Greece
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